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1 Introduction 

Online systems such as Learning Management 
Systems (LMS), Course Management Systems 
(CMS), Massive Open Online Courses 
(MOOCS), Virtual Learning Environments 
(VLE), Intelligent Tutoring systems (ITS) and 
other web-based educational systems collect 
huge amounts of data about learners` activities. 
These datasets represent valuable tool for 
investigation of learners` behavior by analyzing 
their activities and providing suggestions based 
on learner’s activities. Due to the huge volume 
of data, students` performance prediction 
becomes very challenging. In the recent years 
machine learning has been used and explored, 
especially in the field of higher education 
[1;2;3;4]. Multiple machine learning approaches 
exist which offer different nature of 
classification and regression models [5]. The 
behavior of these algorithms is largely data 
dependent [6]. Several empirical studies [7; 8] 
have been carried out to analyze performance of 
different classification algorithms. Some studies 
[7] analyzed behavior of algorithms for a wide 
spectrum of problems and found weak 
performance without analysis of relationship 
between algorithms performance and specific 
domains and datasets characteristics. With the 
increasing popularity of machine learning 
algorithms, it is becoming imperative to identify 

which specific algorithm will perform better for 
a particular domain and dataset.This kind of 
studies received our attention since it is 
important to consider descriptions and domain 
specific characteristics of datasets.  The idea is 
to explore capabilities of machine learning 
approaches on educational data. Educational 
data is generated as a result of interaction 
between learners and instructors. As such, 
educational data analysis is multidisciplinary 
field of research [9]. In this paper we examine 
how different machine learning approaches deal 
with LMS data and investigate implications of 
predictive models for education policy. We 
have tested various machine learning 
approaches and found the one that gives reliable 
and accurate results with small error on the 
LMS dataset. The paper is organized through 
several sections, where the section 2 discusses 
the previous research papers related to this 
topic. Section 3 explains used methodology and 
describes a chosen dataset. Section 4 lists the 
results and provides a discussion about research 
results. Conclusions of our analysis and 
suggestions for future works are explained in 
the final section of this paper. 
 
 

2 Previous work 

In the study which focused on the application of 
machine learning [1] results indicated that 
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specific machine learning techniques could 
provide solution for specific learning problems. 
In another study [10] researchers applied 
learning analytics in information technology 
context to explore the process of students' 
teamwork and to improve students` success, 
while researchers of the next study [11] tried to 
identify student behavior patterns in their 
interaction with online learning environments 
and draw conclusions to improve student 
academic performance [11]. Various machine 
learning techniques were deployed on 
educational datasets to predict students’ 
academic success [12;13;14;15]. The algorithms 
they have used are the linear regression (LR), 
logistic regression (LGR), neural network (NN), 
decision trees (DT), k-nearest neighbors (k-
NN), Support Vector Machine (SVM), 
Bayesian networks (BN) and Naïve Bayes 
classifiers (NB) for supervised learning, and 
factor analysis and K-Means for unsupervised 
learning.  Most of the papers claim that machine 
learning models are superior to classical 
statistical-learning-based mechanism in 
prediction accuracy. All techniques are 
employed in order to improve data-driven 
decision making in educational domain [16]. As 
seen in literature review, bulk of machine 
learning algorithms in educational domain has 
been applied. However, little is known about 
the effect of different approaches on the domain 
specific datasets. Thus, we are focusing on this 
issue and we are investigating which of the five 
main machine learning approaches is the most 
effective for students` success prediction based 
on the LMS data. To do so, factor analysis is 
used as feature reduction method and neural 
networks [17], decision tree [18], k-nearest 
neighbours [19] and Naïve Bayes classifier [20] 
are used as methods for developing predictive 
models. In the next section we are explaining 
research design and methodology. 
 
 
 

3 Methodology  

This chapter gives details of dataset 
characteristics and an overview of machine 
learning approaches employed. 
 

 
3.1  Data Set Description 
 

The dataset is retrieved from students’ log data 
at one course which is a part of the Information 
and Business Systems study program  at the 
University of Zagreb, Faculty of Organization 
and Informatics in Croatia. Thus, analysis is 
performed in the specific, information 
technology context.  

Two datasets are used. One is Moodle log files 
of accessing the course materials and the other 
consists of grades which students achieved in 
course sections. Two datasets are integrated into 
one file. Description of the used variables is 
shown in Table 1. 

TABLE I. VARIABLE DESCRIPTION 

Variable Description 

Pass 

Target variable. It 
tells if student 
has passed the 
course. 

additional_grades 
Exam for 
additional grades. 

blitz_1 
First 
unannounced 
exam. 

blitz_2 
Second 
unannounced 
exam. 

blitz_3 
Third 
unannounced 
exam. 

blitz_4 
Fourth 
unannounced 
exam. 

exam_1_excel 
First exam. Topic 
is MS excel. 

exam_2_accessdb 
Second exam. 
Topic is MS 
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access. 

retry_full_exam 
Exam for whole 
course. 

attend_lab 
Attendance for 
laboratory 
practice. 

attend_lectures 
Attendance for 
lectures. 

self_check_1 
Self-assesment 
quiz 1. 

self_check_2 
Self-assesment 
quiz 2. 

self_check_3 
Self-assesment 
quiz 3. 

self_check_4 
Self-assesment 
quiz 4. 

self_check_5 
Self-assesment 
quiz 5. 

self_check_6 
Self-assesment 
quiz 6. 

self_check_7 
Self-assesment 
quiz 7. 

self_check_8 
Self-assesment 
quiz 8. 

self_check_9 
Self-assesment 
quiz 9. 

self_check_10 
Self-assesment 
quiz 10. 

self_check_11 
Self-assesment 
quiz 11. 

self_check_12 
Self-assesment 
quiz 12. 

access_map 
Organized set of 
files. 

access_file 
Files about 
specific topics in 
the course. 

access_forum 

Forum is used for 
communication 
between teacher 
and students in 
asynchronous 
manner. 

access_student_report 

Report about 
student’s 
progress. 
Individual view. 

access_lesson 
Usage of lesson 
materials. 

pick_group 

Selection of a 
group for the 
laboratory 
exercises. 

upload_file 
File submission 
(i.e. homework). 

access_links 

Links to other 
resources which 
are relevant for 
the course. 

access_review_report 

Review report 
about student 
progress. 
Individual view. 

access_page 

Short texts on 
course page 
which includes: 
literature list, 
guides, etc. 

access_system 
Accessing course 
main page. 

access_exam 
Exam grade 
reports. 

access_homework Accessing 
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homework 
submission 
activities.  

 
3.2  Data mining process 
 

In the research we used dross-industry process 
for data mining (CRISP DM) standard. CRISP 
DM [21] consists of six phases presented in Fig. 
1. CRISP DM was also used in the similar data 
contexts [23]. First phase of CRISP DM focuses 
on the objectives of research and definition of 
data mining problem. Main objective of this 
paper is to investigate machine learning 
algorithms performance on LMS data. Data 
understanding phase explores data: type of 
variables, their characteristics and distributions. 
Variables included in this research are 
explained in Table 1. Data preparation step 
deprives 70% to 90% of data mining process 
[24]. Feature reduction is the most important 
part of data preparation. Factor analysis was 
used in this research to perform feature 
extraction. Modelling phase consists of 
development and assessment of the models. In 
this step modeling method is selected. 
Hereinafter, we have used five different 
methods, of which each belongs to a different 
machine learning approach:  neural network and 
support vector machines (SVM) as an error 
based machine learning approach, decision tree 
as information based machine learning 
approach, k-nearest neighbors as similarity 
based machine learning approach and Naïve 
Bayes classifier as probability based machine 
learning approach. Comparison of machine 
algorithm approaches on this specific domain is 
applied. Evaluation phase explores how well 
model performs on the test data. In order to 
answer the main research question we have 
used two performance measures: root-mean-
square error as an accuracy measure [25] and 
execution time of machine learning algorithms. 
Deployment phase explains how modelling 
results need to be utilized. 
 

 
Fig. 1. CRISP DM methodology [22] 

 

First and second step of CRISP DM standard, 
business and data understanding, are presented 
through distributions of variables (see table 2). 

TABLE II. DATA DISTRIBUTION 

Variable Distribution 

Pass 

additional_g
rades 

blitz_1 

blitz_2 

blitz_3 

blitz_4 
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m 

access_hom
ework 

 
4 Results and discussion 
 

How does different kinds of machine learning 
algorithms affect students` performance 
prediction was investigated on the LMS dataset. 
In this section we present results of the 
application of five machine learning algorithms 
and one feature extraction algorithm. Firstly, 
factor analysis was performed. Factor analysis 
transforms the input features into new features 
(called factors) which are not correlated. First 
four factors extracted explain 61,08% of the 
total variance.Many of the previous papers 
explained possibilities of factor analysis in 
reduction of the number of input features in the 
data mining models which led to reduction in 
modelling time e.g. [26, 27, 28, 29]. When 
applying the factor analysis we aim at 
optimizing the performance of a machine 
learning algorithms by removing a number of 
features which presence hinders the predictive 
models accuracy. Results of the factor analysis 
served as the input for all five machine learning 
algorithms. The modeling was conducted to 
find the most accurate and reliable predictive 
model with a high level of accuracy on one 
hand, and minimal number of predictors on the 
other hand. Out of 35 input variables, four 
variables were excluded from factors analysis: 
additional_grades, exam_1_excel, 
exam_2_accessdb, retry_full_exam since they 
are part of output variable, pass. Since factor 
analysis explained 61% of variance with 4 
factors, we have extracted 4 factors. Four 
extracted factors are named: Self-check_first, 
Access materials, Attendance and blitz tests, 

Self-check_second. Results of the factor 
analysis served as input into predictive 
modelling by five different machine learning 
approaches. 

 
Fig 2. Scree plot of the eigenvalues 

 

4.1  Comparative analysis of 
predictive accuracy 

 

Table 3. depicts accuracy achieved by each of 
the hybrid data mining models. Neural networks 
prediction with factor analysis in data reduction 
performs with the highest accuracy. 

TABLE III. COMPARISON OF ACCURACY 

Model Accuracy 

PCA + NN 74,15 % 

PCA + DT 71,23 % 

PCA+SVM 69.89 % 

PCA + KNN 67,61 % 

PCA + BC 64,36 % 

 

The performance metrics from Table 3 allow us 
to make conclusions about different machine 
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learning approaches on our dataset. Neural 
networks modeling resulted with the most 
accurate prediction. Our conclusions imposes 
the following question: could the results be 
generalized? Statistical testing was performed 
in order to answer this question. The purpose of 
statistical significance testing is to find the level 
in which accuracy represents behavior of 
machine learning algorithms. We have tested 
two approaches on one domain and used two 
matched sampled t-test. In this part of the 
research our aim is to test if the differences in 
means are significant. The assumption is that 
difference between the means is zero (the null 
hypothesis). Assumptions for performing t-test 
were satisfied.  

TABLE IV. TESTING STATISTICAL SIGNIFICANCE OF 
DIFFERENCES BETWEEN ACCURACIES 

Hypothesis Model t-test  

H0: PCA+NN = PCA+DT PCA+NN P=0,04 

PCA+DT 

H0: PCA+NN = PCA+SVM PCA+NN P=0,02 

PCA+SVM 

H0: PCA+NN = PCA+KNN PCA+NN P=0,01 

PCA+KNN 

H0: PCA+NN = PCA+BC PCA+NN P=0,01 

PCA+BC 

H0: PCA+DT = PCA+SVM PCA+DT P=0,05 

PCA+SVM 

H0: PCA+DT = PCA+KNN PCA+DT P=0,02 

PCA+KNN 

H0: PCA+DT = PCA+BC PCA+DT P=0,02 

 

PCA+BC 

H0: PCA+ SVM = 
PCA+KNN 

PCA+ SVM P=0,03 

PCA+KNN 

H0: PCA+ SVM = PCA+ SVM P=0,05 

PCA+BC 
PCA+BC 

H0: PCA+KNN = PCA+BC PCA+KNN P=0,04 

PCA+BC 

 

Table 4 show results of t-test. Results indicate 
statistically significant differences in 
performances of NN with DT, k-NN and BC. 
According to the results error based approach 
was the best predictive modelling approach on 
the LMS data. Furthermore, both DT and k-NN 
perform significantly better then Naïve Bayes 
classifier. Naïve Bayes classifier gave poor 
results. Since most of the variables in LMS 
dataset are numerical continuous, neural 
networks gave the best results since 
transformations are not needed. k-NN, an 
algorithm which also requires numerical 
variables, was ranged third. Decision tree 
algorithms work with both categorical and 
numerical variables, whereas Bayesian 
classifier performs well with categorical inputs. 
Type of variables shown to be crucial in LMS 
dataset case.After testing of statistical 
significance the results confirm superiority of 
the approach which consists of factor analysis 
in data reduction and neural networks in 
classification. The results showed that error 
based machine learning approach outperforms 
principal information based, similarity based 
and probability based approaches in predictive 
modelling. 

4.2.Comparative Analysis of Modelling 
Time 

In addition, we have performed performance 
analysis regarding execution speed. In this 
research, execution speed is overall time needed 
to build predictive models consisting of feature 
reduction time and machine learning based 
predictive models development. Results of t-test 
are presented in Table 5. Here we tested 
whether the difference in execution speed is 
significant.The results showed that information 
based machine learning algorithm (decision 
tree) outperforms other approaches in speed. 
The second fastest approach is similarity based 
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machine learning approach, k-nearest 
neighbors. Those two machine learning 
approaches are statistically significantly faster 
than other approaches. Neural networks shown 
to be the slowest predictive modelling 
approach. Neural network algorithm is 
computationally extensive and time consuming.  

TABLE V. TESTING STATISTICAL SIGNIFICANCE OF 
 DIFFERENCES BETWEEN EXECUTION SPEED 

Hypothesis Model t-test  

H0: PCA+DT = PCA+KNN PCA+DT P=0,01 

PCA+KNN 

H0: PCA+DT = PCA+SVM PCA+DT P=0,03 

PCA+SVM 

H0: PCA+DT = PCA+BC PCA+DT P=0,02 

PCA+BC 

H0: PCA+DT = PCA+NN PCA+DT P=0,04 

PCA+NN 

H0: PCA+KNN = 
PCA+SVM 

PCA+KNN P=0,02 

PCA+SVM 

H0: PCA+KNN = PCA+BC PCA+KNN P=0,02 

PCA+BC 

H0: PCA+ KNN = 
PCA+NN 

PCA+ 
KNN 

P=0,01 

PCA+NN 

H0: PCA+SVM = PCA + 
BC 

PCA+SVM P=0,03 

PCA + BC 

H0: PCA+SVM = PCA + 
NN 

PCA+SVM P=0,05 

PCA + NN 

H0: PCA+BC= PCA+NN PCA+BC P=0,02 

PCA+NN 

 

4.3.Interpretation of Predictive Models 

Results of the sensitivity analysis are presented 
in the Fig. 3. As stated in the chapter IV., four 
factors which were extracted are: Self-
check_first, Access materials, Attendance and 
blitz tests, Self-check_second.Out of 36 
variables presented in the Table 1 factor Self-
check first includes 7 out of 12  self-assessment 
quizzes, while the factor Self-check second 
includes the remaining 5 out of 12 self-
assessment quizzes. Interesting to note is that 
the factors have clear grouping of the self-
assessment quizzes. We need to further analyze 
why the results are grouped this way (ie. have 
the concept of self-assessment quizzes changed 
or what is different, did students get familiar 
with the quizzes and they gain better results, 
etc.) so we can provide valid interpretation of 
the factors. 

 
Fig 3. Sensitivity analysis 

Factor Access materials consists of 8 out of 11 
variables which are focused of different 
student’s accessing actions in the LMS. Factor 
Attendance and blitz tests consists of both 
attendance variables and three out of four 
unannounced exams.With such factors we see 
clear connections between variables, where the 
main rule of the grouping is the similarity. The 
only deviation is two factors which are both 
consisted of self-assessment quizzes, but here 
again we have a clear separation among the 
factors where one has first five self-assessment 
quizzes, and the other has the later seven 
quizzes.For deeper understanding of the factors 
we need to conduct further research which will 
be part of our next scope. In the paper we will 
focus on predictive model results which will be 
explained within a pedagogical context, in order 

0
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to be used as part of a student support 
mechanism. 
 
 

4 Conclusion 
 

In this paper we have focused on the modelling 
phase of data mining and investigated which of 
the five machine learning approaches is more 
effective for classification. The experiment has 
demonstrated that machine learning modelling 
performed by error based approach (neural 
network modelling) can better classify students 
than other machine learning approaches. Neural 
network modelling of students` performance 
with previously conducted data reduction by 
factor analysis yields numerous benefits when 
analyzing categorical data. Type of variables 
included in the dataset is very important in data 
analysis and represents most important dataset 
characteristic for machine learning algorithm 
selection. 

This study presents a contribution to knowledge 
in early prediction of students at-risk of low 
performance, determining students likely to 
withdraw from modules and ascertaining 
significant features that enable a student to 
outperform others.  

This paper demonstrated how machine learning 
algorithm can be used to identify the most 
important attributes in a LMS data. Students 
achievement could be improved by using data 
mining techniques. Results of predictive models 
bring the benefits to management of academic 
institutions, teachers and students. In the future 
research, we will investigate implications of our 
research and explore predictive model results 
within pedagogical context. 
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